Fundamentals of Speech and Language Processing
CSC3160/MDS6002

Zhizheng Wu

Lecture 1: Course introduction



Myself

> Associate professor joined in Aug 2022
= https://drwuz.com/

= Email: wuzhizheng@cuhk.edu.cn
- CTE: 5.9 0f 6.0

> Ex-Meta, ex-Apple, ex-Microsoft, ex-JD.COM

> Associate editor of IEEE/ACM Transactions on Audio Speech and Language Processing

> Member of the IEEE Speech and Language Processing Technical Committee Co-founder
of ASVspoof challenge, Voice conversion challenge

"> Organizer of Blizzard challenge 2019


https://drwuz.com/
mailto:wuzhizheng@cuhk.edu.cn
http://ex-JD.COM

Course logistics

Instructor: Zhizheng Wu
"> TAs: Xueyao Zhang, Xi Chen

" Course website: https://drwuz.com/CSC3160/

Lecture time and location
= Tuesday/Thursday 4:00PM - 5:20PM in TB103 (Online for the first two weeks)

Tutorials

= There will be five tutorials. The specifics are available on the course website.

Office hours
= Zhizheng Wu: Thu 2-3PM. Daoyuan Building 321b
= Xueyao Zhang: Wed 7-9PM. SDS Research Lab (4th Floor, Zhi Xin Building) Seat No.78
= Xi Chen: Wed 7-9PM. SDS Research Lab (4th Floor, Zhi Xin Building) Seat No.100
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https://drwuz.com/CSC3160/

Communication and feedback

> We will send out two course feedback surveys during the semester (0.5% credit each)

" Feel free to send me or TAs any feedback regarding the course
- Both the instructor and TAs can possibly make mistakes! Communication will help

> Email is the preferred way for communication. BB is encouraged.

Hands down top five instructors I've ever had. Prof. Wu taught really clearly &
simply and he's also very enthusiastic, thus keeping me motivated throughout
the semester. He's also very open to questions and feedback unlike any other
instructor | had before. Prof. Wu as an academic and professional has
inspired me since the start of this semester. As for the course, | think this
course is well-built. Workload is still okay, and the exams too. No

suggestions from me for now.



Presuming prior knowledge

"> Solid background of python programming
"> PyTorch is suggested, but you can learn during the course

> Knowledge of machine learning is preferred. If you don’t have machine learning
background, we will have one lecture on machine learning, you can learning during
the semester (basic classification or regression)

> LaTex + GitHub



Grading (details are available on course website)

> Assignment (30%)

> Midterm exam (25%)

" Final project (40%)

" Participation (5%)
= Guest lecture attendance
= Course evaluation

> LaTex + GitHub (provide a tutorial on GitHub)
= Code needs to be tracked in GitHub
= All reports need to write in LaTex. Template will be provided.

* Template: https://www.overleaf.com/read/fvhykwvngdwz


https://www.overleaf.com/read/fvhykwvngdwz

Assignment (30%)

> Assignment 1 (12%): first assignment due Feb 14
= Speech alignment and audio synthesis

> Assignment 2 (8%): second assignment due Feb 23
= [ext processing

> Assignment 3 (10%): due Mar 21
= Word embedding and classification

= All assignments will be available by Jan 17th



Final project (40%)

" Project proposal (2%): Mar 2nd due
" Project milestone (2%)
= Mar 30th: Project milestone 1 due
= Apr 18th: Project milestone 2 due
" Project poster (5%)
= Peer review (1%): evaluating other students’ poster, each evaluate 4 posters
= Expert grading (4%)

* Average of at least three expert gradings (professors or research scientists from
companies)

" Reproducibility (1%)
* Visual inspection of code quality and readability
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Final project (40%)

" Project report (30%)
= Overall quality of report (5%)
= Originality and creativity (1%)
- Reference to Prior Work (3%)
= Technical Correctness (4%)
- Experimental validation (5%)
= Analysis quality (69%)
= Clarity of writing (3%)
- Peer review (3%)

* Constructive review to other reports. Each review 6 reports. The reviews are NOT
used to rate other reports.
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Final project

>

>

Individual project: A few projects will be provided for you to choose.

Customized project: Subject to approval from the teaching team

Group project is OK, but need approval from the teaching team. The scope of a group
project will be larger than an individual project

MDS6002
= Group project is encouraged! Team size: 2-3 students.
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Human language

11
https:/news.yahoo.com/did-humans-first-start-speak-152613750.html



Languages in the world

> About 7,000 languages spoken as of 2010. More than half of them have no written
form

https:/en.wikipedia.org/wiki/List_of _languages_by_number_of_native_speakers
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Applications of speech and language processing

Sentiment Analysis
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What is this course about?

> Natural language can be speech or text, in other words, in spoken form or written
form (NLP != Text processing)

" First half: Fundamentals knowledge of speech signals and language elements
= Fundamentals of speech processing
* Spectrogram, prosody, pronunciation, etc
= Fundamentals of text processing
* Language models, word embedding, syntax, tokenization, etc

> Second half: Applications of speech and language processing
= Speech recognition, synthesis, question answering, chatbot, etc
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Learning objectives

>

Upon successful completion, students should be able to

Explain fundamental knowledge of speech and language processing

Understand and build systems for some projects in SLP

Organize and implement a speech and language project in a business environment
Interpret the results of a speech and language project
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One slide overview

Named entity recognition Speech recognition Machine translation
S Sentiment analysis Text-to-speech synthesis lon answerin
Applications

Basics of speech processing Basics of language Language models
Fundamentals Prosody and timbre Morphology Parts of speech
Semantics and embedding Syntax and parsing
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Learning progression

Basics of language
- Regular expression and text

Applications
- Sentiment analysis

processing
- Morphology and parts-of-speech
-Syntax in a nutshell

- Speech recognition and synthesis
- Machine translation
- Question answering and Chatbot

Lecture 6-8, assignment 2 Lecture 13-24

Project
- Skills to build a SLP system
- How to write a technical report
- Skills to present your project to

Basics of speech processing

Language models and embedding
- Read and analyze spectrogram

- N-gram language models
- Neural language models
- Word embedding, word2vec, etc

- Use tools to extract spectrogram

- Basic phonetics knowledge .
-PyTorch/TorchAudio professional experts

Lecture 1-5, assignment 1 Lecture 9-12, assignment 3 Final project
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Lecture 2: Machine learning in a nutshell

f ( *” ) = “Hello world”
f (“Hello World”) = *’”

f ( “MRUF ) = “Hello world”
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Lecture 3-4 Understanding human speech




Lecture 5: Human sounds and their organization

— Nasal cavity

— Hard palate

_— Soft palate

aaaa

back

Tongue

Epiglottis

Pharynx

Vocal cord

Larynx

low

— Trachea



Lecture 6: Text processing and regular expressions

< Messages

(I just know you  her welll
Sep 13, 2013, 11:45 PM

L@ | would hope so.)




Lecture 7: Words, parts of speech and morphology

Adverb

Inflectional

Adjective adverb suffix

quick ly
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Lecture 8: Syntax - Structure of sentences

Noun Verb
Phrase Phrase
N Verb Noun Prepositional
Phrase Phrase
Determiner No Preposition



Lecture 9&10: Language models

S =1 am tested positive

T T

Previous words Word being
(Context) predicted



Lecture 11&12: Embedding

man
@-. - woman
sA‘
.~ = =
king s 0
queen
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walking
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Verb Tense

Italy
Spain O

7’

O d
@
“‘ Rome

Ottawa Madrid Germany
@ | @
Ankara .Russn.a .’
.‘/ Berlin
—-
Moscow Japan
Vietnam O
O .’ China

@

Hanoil

Tokyo .x

Beijing

Country-Capital

https:/developers.google.com/machine-learning/crash-course/embeddings/translating-to-a-lower-dimensional-space
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Lecture 13: Named entity recognition

In fact, the market has the three caromnaL . most influential names of the retail and tech space -
ore |, and  Tencent ‘?ERSON:‘ (collectively touted as ), and is betting big in the global

industry space. The 'three caromaL  giants which are claimed to have a cut-throat competition with the [L

resources and capital) are positioning themselves to become the ‘future Al person | platforms’. The trio is also expanding in other

countries and investing heavily in the

Backed by such powerful initiatives and presence of these conglomerates, the market in APAC Al is forecast to be the fastest-

growing one caronaL | with an anticipated CAGR rerson | of (45% Ppercent  over .

To further elaborate on the geographical trends, | North America m has procured more than 50% rercent  of the global share

in and has been leading the regional landscape of A

credit in the regional trends with ' over 65% rercent | of investments (including M&As, private equity, and venture capital) in

in the retail market. The [US. cpe| has a significant

artificial intelligence technology. Additionally, the region is a huge hub for startups in tandem with the presence of tech titans,

such as
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https:/Jumagunturiz89.medium.com/everything-you-need-to-know-about-named-entity-recognition-2a136f38co8f



Lecture 14: SLP Application - Sentiment analysis

® O
POSITIVE NEUTRAL NEGATIVE
"Great service for an affordable "Just booked two nights "Horrible services. The room
price. at this hotel.” was dirty and unpleasant.
We will definitely be booking again.” Not worth the money."

https:/www.expressanalytics.com/blog/social-media-sentiment-analysis/
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Lecture 15: SLP Application - Text summarization

Summary

https:/www.analyticsvidhya.com/blog/2018/11/introduction-text-summarization-textrank-python/

29



Lecture 16-17: Speech recognition

https://developer.nvidia.com/blog/solving-automatic-speech-recognition-deployment-challenges/
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Lecture 18-19: Speech synthesis and voice conversion

Text Text-to-speech Audio
“Hello world” synthesis e
Source Target

Speaker Speaker
- \oice conversion
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Lecture 20: Machine translation

“Hello” Machine translation

“R4f”



Lecture 21: Question answering

“What's the capital of Q . _ B
China?” uestion answering eljing
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Lecture 22: Chatbot




Lecture 23-24: Industry applications of SLP (Invited Lectures)

Cross-industry applications

[ ]
&z CBINSIGHTS Manufacturing Warehouse Sales & contact center Search Cybersecurity
p— automation
AI : — @ w-— »
" 4 { “ . . . L L ' *‘. i - A
1 0 0 Customer Location Worker safety = Business Engineering IT & devops Other R&D
feedback data & incident intelligence design automation _
2022 analysis prevention 0. P —
o " - —— b —
Industry-specific applications
Finance & insurance Retail Healthcare Telecom Aerospace &
- — — . _ | defense
—— e -
Government Auto Agriculture Construction Maritime  Gaming Waste Media
— el o= - - - oo management o
- . e . .
Al development tools
Al chips Data annotation Synthetic data Data Data quality & observability
——— s - - de-identification ——
Version control & Model validation ML platforms Machine Resource Computer Natural language
experiment & monitoring learning optimization vision processing
tracking Ll deployment _
A - - - - “r - —



May 20th (Tentatively)

Poster session




Learning progression

Basics of language
- Regular expression and text

Applications
- Sentiment analysis

processing
- Morphology and parts-of-speech
-Syntax in a nutshell

- Speech recognition and synthesis
- Machine translation
- Question answering and Chatbot

Lecture 6-8, assignment 2 Lecture 13-24

Project
- Skills to build a SLP system
- How to write a technical report
- Skills to present your project to

Basics of speech processing

Language models and embedding
- Read and analyze spectrogram

- N-gram language models
- Neural language models
- Word embedding, word2vec, etc

- Use tools to extract spectrogram

- Basic phonetics knowledge .
-PyTorch/TorchAudio professional experts

Lecture 1-5, assignment 1 Lecture 9-12, assignment 3 Final project
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F &P KGRI BEHFEFKR
"a~ TheChinese University of Hong Kong, Shenzhen | School of Data Science

Zhizheng Wu

Associate professor
https://drwuz.com/

Course website: https://drwuz.com/CSC3160/



